Combining Mechanized Proofs and Model-Based
Testing in the Formal Analysis of a Hypervisor

Hanno Becker, Juan Manuel Crespo, Jacek Galowicz, Ulrich Hensel, Yoichi
Hirai, César Kunz, Keiko Nakata, Jorge Luis Sacchini, Hendrik Tews, and
Thomas Tuerk

Commercial Formal Methods Team™
Dresden, Germany
uv@lists.askra.de

Abstract. Virtualization engines play a critical role in many modern
software products. In an effort to gain definitive confidence on critical
components, our company has invested on the formal verification of the
NOVA micro hypervisor, following recent advances in similar academic
and industrial operating-system verification projects. There are inherent
difficulties in applying formal methods to low-level implementations, and
even more under specific constraints arising in commercial software de-
velopment. In order to deal with these, the chosen approach consists in
the splitting of the verification effort by combining the definition of an
abstract model of NOVA, the verification of fundamental security prop-
erties over this model, and testing the conformance of the model w.r.t.
the NOVA implementation. This article reports on our experiences in ap-
plying formal methods to verify a hypervisor for commercial purposes.
It describes the verification approach, and the security properties under
consideration, and reports the results obtained.

1 Introduction

Virtualization is prominent in many recent software products. It is used commer-
cially inside cloud services as well as privately for sandboxing or running incom-
patible legacy applications. Virtualization provides the basis for high-security
products that separate applications in disjoint operating-system instances as
well as for certain cyber-security products.

The trustworthiness of all these virtualization applications relies fundamen-
tally on the correctness of the hypervisor that implements virtual machine in-
stances on top of the hardware. Encouraged by the success in formal verification
applied to large-scale systems in academia [10, 12] and, more recently, also in in-
dustrial contexts [17, 6], a number of companies are investing now into formally-
verified hypervisors. The authors of this paper worked in a large team together
with kernel developers to build a formally verified virtualization solution based
on an improved version of the NOVA [23] micro-hypervisor targeting one of the
previously mentioned application domains.

** Qur company wants to remain anonymous.



A notable case study in formal verification applied to the domain of oper-
ating systems is the sel.4 project [10]. One could argue that it even constitutes
a roadmap or methodology for the verification of low-level large-scale software
systems, such as the one we are tackling. However, while the sel.4 project was car-
ried out in an academic context, we have to accommodate certain requirements
that stem from working in a commercial software development environment.

Challenges. There are some challenges that are specific to the commercial soft-
ware development context around our targetted hypervisor.

1. The further development of NOVA is driven by feature requests and per-
formance concerns. While the development team is very eager to hear the
opinion of the formal methods team, ease of formal verification is not the
highest priority when it comes to choice during the development.

2. Release dates are determined according to potential product value and the
Company’s go-to market strategy. Therefore, it is very likely that the first
release will take place before the source code is formally verified. We need
to adapt our workflow to these release dates and choose a verification pro-
cess that permits the release of intermediate results that already provide
substantial value to the customer and that can be extended in subsequent
releases.

3. We are currently verifying a moving target. Because NOVA lies at the bottom
of a stack of components whose design is in constant evolution, the feature set
of our version of NOVA changes often and in significant ways. This requires
us to adapt the proofs and the correctness and security arguments promptly.

4. NOVA is developed in C++. While there has been work on formalizing as-
pects of C++ semantics [18,19]—to the best of our knowledge—there are no
mechanized semantics for C++11 as specified by ISO/IEC 14882:2011, which
is the flavor pervasively used in the source code.

In order to accommodate to these requirements and restrictions, we have
decoupled the high-level properties and their proofs from the low level C++
implementation details. Moreover, we focused on sequential execution NOVA,
running on a single core. To this end, we formally prove security properties on
an abstract model of the system (written in Coq), and check the correlation
between that model and the implementation by model-based testing (which we
call conformance testing).

Results. The main objective of our project is to increase the trustworthiness of
our virtualization engine using formal methods. In this respect, since the hyper-
visor is a main building block of the virtualization architecture, the obtained
security proofs of the model of the hypervisor are essential to obtain a high-level
security property of the whole trusted computing base (TCB).

The number of bugs found and their severeness is considered by the com-
pany’s management as an important impact indicator of our work. Using our



methodology we have discovered at least a couple of dozen of bugs in the hy-
pervisor component, including a few security-critical bugs, and provided the
developers with valuable feedback since the earliest stages of development.

Our methodology also impacts the C++ design quality through all its stages:
formal modeling (in cooperation with the C++ developers) drives high quality
code reviews in early stages, formal proofs yield the discovery of hard to find
corner cases, and the conformance testing provides effective regression testing
and excellent test coverage.

Contributions. The main contribution of the paper is to report our experience
in applying formal methods in a commercial software-development context. We
evaluate advantages and drawbacks of our approach as well as describe our
methodology, we discuss possible alternatives and current project status in more
technical depth.

Structure of the paper. In Sect. 2 we describe in detail the verification method-
ology used. In Sect. 3 we provide some background on the NOVA hypervisor.
Section 4 describes our Coq formalization. Section 5 presents the high-level se-
curity properties that we establish on the model. In Sect. 6 we present our
conformance-testing infrastructure. We review related work in Sect. 7 and we
present future work and conclusions in Sect. 8.

2 Overview of the Methodology

Developing an abstract model of some real-world system is a common formal
verification approach. In our setting, the real system is the hypervisor written
in C++ and executing in hardware, while the model is a formalization within the
logic of the Coq proof assistant intended to represent the real system. By their
different nature, regardless of the level of detail of the model in question, only
empirical evidence can be provided for the adequacy of the representation, and
the process of providing this evidence we call conformance testing.

There are three main strategies for building the real system and the model:

— Generating the model from the system’s source code.
— Generating the system’s source code from the model.
— Developing the model and the real system independently.

One benefit of generating the model from the source code, or vice versa, is
that one can rely on (or verify) the correctness of the generation mechanism.
However, these two strategies pose serious challenges in our setting.

Generating the model from the hypervisor source code is problematic since
there is no formalization of the various new features of C++ that are used, and
building one is out of scope. Indeed, formal verification is not one of the main
objectives of the engineering team developing the C++ implementation of the
hypervisor, therefore their design decisions might not always be optimal for
verification purposes. Building an ad hoc generator just for our purposes might



be possible, but certainly time consuming, and the output model would be very
detailed and thus hard to reason about.

Generating source code from a model leads to similar challenges. One would
need to generate source code that executes on bare metal and is aware of special
hardware features of various architectures. Moreover this source code has to
satisfy also non-verification related objectives like efficiency. Generating such
source code from Coq can be too convoluted and, even if we successfully managed
to solve these challenges, it would be time consuming to leverage the expert
knowledge of the hypervisor developers. Moreover, this approach would also
result on a very detailed model.

The chosen approach, an independent development of the model and the real
system, provides more flexibility in the design, and the necessary freedom for the
C++ source code to address hardware specific issues as well as non verification
related objectives, while the model is abstract enough to be easily understandable
and easy to reason about. Moreover, this decoupling means that small, low level
changes in the C++ source code do not even need to be reflected in the model
and thereby grants the model and our proofs much greater stability. However,
there is a price to pay: due to the decoupling it is possible that the model and
the real system do not agree with each other. In order to overcome this issue,
we use model-based testing to provide evidence of the agreement between the
implementation and the model, hinting that the properties that we prove in the
latter, with a high level of certainty, also hold in the former.

Our starting point is a Coq model of our version of the NOVA hypervisor,
based on its design documents. The main components of the Coq model are the
hypervisor state and the hypervisor system calls (called hypercalls in the rest
of the article). The state is an abstraction of the concrete state of the imple-
mentation of the hypervisor and comprises all necessary information required to
faithfully simulate the behavior of a hypervisor execution. We establish a secu-
rity property that shows confinement of the resources accessed by a potentially
malicious component running on top of the hypervisor on any given execution.

We rely on the Coq extraction mechanism to obtain an executable OCaml
version of the model. Around this automatically generated software component,
we build a scaffold for running tests in order to empirically assess conformance
between the model and the implementation. Additionally, this also constitutes an
effective framework to perform fuzzing on the implementation, using our model
as an oracle for expected behavior.

3 A Primer on the NOVA Micro Hypervisor

This section provides a brief overview of our improved version of NOVA (referred
to simply as hypervisor below) and its high-level design. It also introduces some
concepts that are used in the reminder of the paper.

The NOVA micro hypervisor [23] runs directly on the hardware, and it is
constructed according to micro-kernel design principles [13] in the tradition of
the L4 family [7]. In traditional designs, the Virtual Machine Monitor (VMM)
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Fig. 1. Potential NOVA based application architecture

is often integrated into the hypervisor for performance reasons. In contrast, in
a micro-kernel design, the hypervisor is the sole component running in the most
privileged mode of the hardware (host mode ring 0 on x86). The VMM runs as a
separate module in unprivileged mode (host mode ring 3 on x86). The hypervi-
sor contains exclusively the functionality that cannot be implemented in unpriv-
ileged mode because of performance requirements or hardware restrictions. This
design permits to potentially have isolated VMM instances for different guest
operating systems as well as to run most device drivers as user applications in
unprivileged mode, see Figure 1 for illustration.

Resource separation is an important design objective that the TCB needs
to provide. For instance, guest OSs or applications therein must not be able to
arbitrarily modify the main memory of other components. Our virtualization
architecture relies on the TCB to correctly enforce resource separation, so that
potentially malicious guest OSs cannot escape their virtualized environment. The
verification of the hypervisor and the correct behavior of its hypercall interface
marks our first step towards ensuring the separation property of the whole TCB.

To provide access control, NOVA uses a capability model that is inspired by
the take-grant model [14] as well as the EROS capability model [22]. A capability
is a reference to a resource together with access permissions. NOVA uses three
classes of capabilities: memory capabilities (referencing physical memory tiles),
object capabilities (referencing kernel objects, see below) and I/O capabilities
(referencing hardware I/O ports). The access permissions depend on the capa-
bility class. For example, permissions in memory capabilities refer directly to the
hardware permission bits in the page table entries, while access permissions of
kernel objects enable certain hypercalls.

For memory and I/O port capabilities, the capability selectors have a special
meaning. For memory, the capability selector denotes the virtual page index at
which the referenced memory tile is available in virtual memory. For I/O ports,
the selector number is the I/O port number. Therefore, NOVA enforces that I/O
port capabilities can only be delegated to identical capability selectors.



Unprivileged programs can reference capabilities via process specific capa-
bility selectors but cannot directly modify capabilities. The access permissions
govern the available operations. For instance, a semaphore capability only per-
mits the down operation on the referenced semaphore if the dn permission bit is
set. The system might contain several capabilities referencing the same object
with different permissions to provide fine-grained access control to different pro-
grams. Every capability owner can delegate a capability to a different process if
he possesses a capability of the target that permits delegation. Thereby, delega-
tion grants the target process access to the referenced kernel object. The access
permissions can be reduced during delegation.

In comparison to other L4 designs, there are a few interesting differences in
our version of NOVA. Firstly, delegation is decoupled from inter-process com-
munication. Secondly, there is no recursive capability revocation, one can only
delegate empty capabilities to overwrite the contents of certain capability selec-
tors inside a certain process.’

3.1 Kernel Objects

The hypervisor provides hypercalls for creation and manipulation of kernel ob-
jects. There are five categories of kernel objects.

Processes: processes provide a mechanism for spatial isolation. A process is a
collection of capabilities to memory, kernel objects, and I/O ports.?

Threads: a thread is a piece of a program that can be independently scheduled.
A thread is permanently bound to a process at creation time. Threads can
run in host mode or guest mode. The latter is used to execute a guest OS.
Each thread possesses a user thread-control block (UTCB) that is used during
inter-process communication and which is allocated at thread creation time
from the kernel memory pool.

Portals: a portal is a communication endpoint bound to a service-providing
thread.

Scheduling objects: scheduling objects provide priorities and execution time.
The hypervisor provides a fixed-priority, round-robin scheduler that sched-
ules the threads that possess scheduling objects.

Semaphores: the hypervisor provides counting semaphore objects for thread
synchronization.

Kernel objects are allocated in kernel-space memory and are not accessible
from unprivilied (user-level) processes (they can only be indirectly referenced
through selectors). UTCBs are a special case: for efficiency reasons, they are
allocated in kernel memory, but a user-level thread has direct access to its UTCB
through a memory selector.

! In order to enforce resource revocation from untrusted components in our NOVA
version, one needs a trusted component that performs all delegations and tracks
them similarly to the mapping database that is part of many L4 implementations.

2 The NOVA documentation uses protection domain instead of process and execution
context instead of thread but we stick to traditional terminology here.



3.2 Hypercalls

The hypercalls provide user processes with mechanisms that can be categorized
as follows:

Communication: start and terminate inter-process communication calls. Calls
always reference a portal and will establish a handshake with the thread that
the portal points to. A reply terminates a call and signals the availability of
the thread for the next call. For data exchange, the hypervisor appropriately
copies the contents of the UTCB from the caller to the callee and back.

Object creation: create kernel objects with a certain set of permissions, and
associate them with capability selectors.

Capability delegation: delegation of capabilities to the own or other pro-
cesses, restricting capability permissions, and deleting capabilities (by dele-
gating empty capabilities).

Object modification: permit modification of relevant aspects of kernel objects
(e.g. change the value of a semaphore).

Device management: there is one hypercall to configure direct memory access
(DMA) devices and one for associating interrupts to semaphores. Internally
both configure the I/O MMU. These device management hypercalls are not
relevant for this paper.

There are some interesting aspects of how hardware events are handled in the
hypervisor. Firstly, device interrupts are mapped to semaphore-up operations.
A thread that wants to wait for an interrupt must perform a down operation
on the right semaphore. Secondly, CPU exceptions (e.g., page-fault or divide-by-
zero), virtual machine intercepts or exits (VM exits), are mapped to inter-process
communication. On behalf of the faulting thread, the hypervisor sets up a call
to a portal that depends on the exception or intercept, and fills the UTCB with
data describing the exception or intercept as well as the content of the CPU
registers of the faulting thread.

4 Coq Model

The Coq abstract model of the hypervisor is essentially defined as a transition
system. The states are abstract representations of the hypervisor internal state
while the transitions correspond to events performed by (a sequential execu-
tion of) the hypervisor. These events can be roughly divided between external
events (e.g. a thread issuing a hypercall), and internal events (e.g. the hypervisor
resumes a blocked thread).

Structurally, the abstract model is divided in the following components: basic
infrastructure, hypervisor state, and semantics. The basic infrastructure compo-
nent defines the core data structures and lemmas used in the entire development.
It contains the definition of the libraries used in the hypervisor semantics, and
a large collection of lemmas and tactics for proof automation.

We describe the hypervisor state and semantics in the rest of this section. In
Sect. 5 we describe the security properties we prove for this semantics.



4.1 Hypervisor State

The hypervisor state type K represents the hypervisor internal state. It is defined
as a record containing:

— a collection of kernel objects, defined as a partial map from pointers (non-
negative numbers) to typed kernel objects;

— the addresses of UTCBs to track which parts of the kernel memory might
be accesses from unprivileged mode

— architecture-specific state: interrupt mapping, device status, etc;

Kernel objects refer to each other using pointers (e.g. a thread contains a
pointer to the process it belongs to). Accessing an object through a pointer may
fail if the pointer is not in the partial map, or the mapped object has the wrong
type. Therefore, functions to access objects are defined in the error monad (see
Sect. 4.2).

Each type of kernel object is defined as a record. Processes are represented
as collections of capabilities of a specific type:

— memory capabilities are represented as a map from memory capability se-
lectors (virtual addresses) to physical addresses and permissions;

— object capabilities are represented by a map from object capability selectors
to kernel-object pointers;

— I/O capabilities are represented by the set of I/O ports that the process is
allowed to access.

Threads contain a stack pointer, a UTCB pointer, a pointer to the associated
process, and a status value. The status value is taken from an enumeration type
that indicates if the thread is running, available for execution, blocked in a
semaphore, etc. The status is not explicitly implemented in the hypervisor, but
it is a useful abstraction to have in the model.

Semaphores contain a counter value and a queue of pointers to blocked
threads.

Portals and scheduling objects are similarly represented with records, but
their contents are not relevant to this paper.

4.2 Semantics

The semantics of the hypervisor is specified as a transition system on the set of
kernel states whose transitions are steps that the hypervisor may perform. Steps
are divided in categories as follows.

Hypercalls: these are executed by a thread to require a hypervisor service.

Hypervisor events: these are internal to the hypervisor in the sense that they
change the state, but are not directly visible for user processes. For example,
a semaphore timeout may cause a blocked thread to become unblocked.

Exceptions: this class includes events such as interrupts, DMA access steps,
exceptions, etc. Depending on the type of event, they may cause a switch to
kernel mode.



Concretely, we define the transition system as a function
stepRun: K - § - M(R,K)

where S is the type representing the hypervisor steps, R is the result of executing
the step, and M is a non-determinism error monad. This function is extracted
to an executable program in OCaml, which we use for conformance testing (see
Sect. 6).

The error monad is used to model successful executions as well as failures.
Executing a step may fail for several reasons, most typically, when accessing a
non-existent object in memory (but we proved an invariant about the absence
of certain failures, see Sect. 5 below).

The stepRun function proceeds by first checking feasibility of the step to be
executed. Feasibility is defined as an over-approximation of the valid steps in a
given kernel state. For example, in the case of a hypercall step executed by a
thread pointer p, feasibility means that p points to a valid thread object whose
status allows execution (i.e. it is not blocked on a semaphore). This notion of
feasibility is naturally extended to traces.

If the step is not feasible, execution fails. Otherwise, the function stepRun
proceeds to execute the step. Let us illustrate the semantics with the imple-
mentation of the create_thread hypercall. We simplify some details that are not
relevant for this level of detail. The create_thread hypercall takes four parameters:

create_thread(proc_sel, th_sel, utch_sel, data)

where proc_sel is a capability selector referencing the process that shall con-
tain the new thread, th_sel is the selector that shall contain the new capability
referencing the newly created thread, utcb_sel is a memory capability selector
describing where the UTCB of the new thread shall be accessible in user vir-
tual memory, and data contains other parameters not relevant here (e.g. stack
pointer).

We model the create_thread hypercall as a function

create_thread : K — ptr — sel — sel — sel — data - M(R,K)

where the first argument is the kernel state where the hypercall is being executed
and the second argument is a pointer in the kernel state to the thread executing
the hypercall. In Coq, it is defined as follows:

create_thread ks t proc_sel th_sel utcb_sel data :=
p < get_process ks t;
if has_ct_perm ks p proc_sel
then
ks1,utch < allocate_utcb ks proc_sel utch_sel;
ks2,th < new_thread ks utcb data;
ks3 < map_selector ks2 proc_sel th_sel th;
return (Success, ks3)
else
return (BadPermission, ks)



Here we use Coq notations to write monadic-style code: v < f; body is a short-
hand for (Av. body) f, that is, evaluate body with v bound to the result of f. The
function proceeds as follows: first, get the process corresponding to the execut-
ing thread (t) in the current state (ks). This can fail if ¢ does not point to a
valid thread. Then, check that the process referenced by proc_sel has permission
to create threads. If not, return without modifying the kernel state. Otherwise,
allocate a new UTCB (using allocate_utcb), create the new thread object (us-
ing new_thread), and finally map a reference to the newly-created thread (using
map_selector) at the selector given by the user (th_sel).

5 Security Properties

The main security properties we prove for our model are authority confinement
and memory confinement. Authority confinement states that a process cannot
gain access to a capability unless it was explicitly delegated to it. In other words,
a process cannot “trick” the hypervisor into gaining capabilities by executing a
sequence of steps. Memory confinement states that a thread cannot access kernel
memory except when it represents a UTCB.

In order to establish these properties on the model, we need to first show a
consistency invariant on the semantics. We divide this proof as a conjunction of
10 individual invariants. Most of these invariants refer to internal consistency of
our data structures and consistency of the kernel state. For example, memory
confinement is proved as an invariant of the state (see below).

Two important examples of invariants proved are no-dangling pointers and
semaphore consistency. No-dangling pointers state that all pointers in a kernel
object point to valid objects of the right type. For example, a thread has a
valid pointer to its corresponding process; a semaphore’s blocked-queue contains
pointers to valid threads.

Semaphore consistency refers to the internal consistency of the semaphore
structure in a kernel state. It is defined as the conjunction of the following three
properties:

— the blocked-queue in any semaphore contains no duplicates and any thread
in any semaphore’s blocked-queue has a status field indicating it is blocked
by a semaphore;

— if a thread status indicates it is blocked by a semaphore, then there exists a
semaphore that contains a pointer to the thread in its blocked-queue;

— for any pair of semaphores, their blocked-queues are disjoint.

5.1 Authority Confinement

Consider a partitioning of the processes into two sets that we call trusted and
untrusted. Consider further an initial state k, a kernel event trace s and a capa-
bility ¢. Our authority confinement property states that the untrusted processes
can never gain access to ¢ as long as the following three conditions are fulfilled.

10



Firstly, ¢ must not be present in any untrusted process in state k. Secondly, if
c is created in S, it must be created inside a trusted process. Finally, ¢ is never
delegated from a trusted to an untrusted process.

This property shows that one can effectively prevent any (untrusted) set of
processes S from gaining access to a certain resource ¢: one only needs to restrict
delegation into S and the rights of S to create capabilities by creating new kernel
objects. Then, regardless of the actions that are performed inside S, no process
inside § will ever gain access to c.

Authority confinement is proved by a simple induction on the kernel event
trace s, showing that ¢ can only appear inside the untrusted processes if it is
either delegated to one of the untrusted processes or created by one of them.

5.2 Memory Confinement

Consider a kernel state k. We say that k satisfies the memory confinement prop-
erty if for every process p and memory capability m, such that p holds m in k,
one of the following holds:

— m does not point in kernel memory, or
— m points to a UTCB.

Memory confinement is proved as an invariant of the semantics. It is an essential
security property of the hypervisor: if a process can access kernel memory, then
it could potentially access any resource.

6 Conformance Testing

We use conformance testing to provide evidence about the correct implementa-
tion of the NOVA hypervisor w.r.t. our abstract model. In turn, this indicates
that the properties that we proved for the abstract model hold for running in-
stances of our NOVA version.

For conformance testing we run a kernel event trace (consisting of hypercalls,
hypervisor events, and exceptions) both in the hypervisor and in the abstract
model, see Figure 2. Running an input trace in the hypervisor or the abstract
model produces a final kernel state and an output trace of the kernel events that
were actually performed together with hypercall status results. We compare
the output traces and the final kernel states and check that the output traces
correspond to the input trace. Any mismatch in the comparison indicates a
difference in the executions of the abstract model and the hypervisor that needs
investigation.

Running a kernel event trace on the hypervisor requires booting the hyper-
visor together with our test interpreter process, which can execute an arbitrary
kernel event trace. The whole testing currently requires certain changes in the
hypervisor. They are needed for generating the output trace and the final kernel
state. We try to minimize the changes made to the hypervisor in order to ensure
that we do not affect the hypervisor semantics.

11
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Fig. 2. Scheme of the testing process.

For running the traces in the abstract model, we use the Coq code-extraction
facilities to generate OCaml code from the abstract model. We trust the correct-
ness of the Coq extraction mechanisms and assume that the generated code
allows evaluating a trace in OCaml according to the Coq model.

Efficiency of the extracted code is an important requirement. For our work-
load, we found that some data structures in the Coq standard library are not
efficient. Concretely, this applies to the standard set library. We proposed a re-
laxed interface for this library and implemented instances that better fit our
workload (see [24]).

Our conformance testing framework provides additional features to ease de-
bugging of failing test cases and simplify our development process. For failing
test cases, our framework automatically searches the first step in the input event
trace that exhibits a difference in the behavior of the abstract model and the
hypervisor. Test data and especially failing test cases can be conveniently inves-
tigated via an web front-end.

Traces for running conformance testing come from three different sources:
randomly generated, handwritten, and previously-executed traces.

The most important source of traces is our random generator. Simple random
trace generation would produce a huge amount of unfeasible steps and almost
all hypercalls would fail because of invalid arguments. We therefore use the
abstract model to guide the random step generation. Starting from a kernel
state, we collect feasible events from the abstract model and randomly chose
one of them. For hypercalls we also extract correct arguments and chose with a
certain probability only from these arguments. Once a step has been generated,
it is run in the abstract model to continue the trace generation with the next
kernel state.

The second source of traces for conformance is a set of about 16,000 short
handwritten traces that we use for regression testing during the development
process. For defining this set, we only require basic coverage of the model and
the hypervisor.

12



Finally, the testing framework supports rerunning traces that were generated
in the past. We use this feature for validating whether bugs in the hypervisor or
in the model have been fixed.

At the time of writing we have about 12 million executed conformance tests
in our data base, of which slightly less than 5% fail for various known bugs in
the abstract model or the hypervisor. All these bugs will be addressed in due
time before the product release.

7 Related Work

The most relevant to our work is arguably the selL.4 project. Initially, Klein et al.
established functional correctness of the low-level implementation with respect
to a Haskell reference implementation [10]. This correctness proof was extended
in several directions, to ensure security properties: integrity [20] and information
flow [16]. These properties are proved directly at the implementation level. As
we discussed in Sect. 1, we have different challenges: sel.4 was developed with
the main goal of being verified, whereas our targetted hypervisor is developed
as a bedrock for several products in an industrial environment.

The CertiKOS project carried out at Yale University [9] is focused on de-
veloping the necessary program logics and infrastructure for the verification of
low-level features such as self-modifying code [5] or hardware interrupts and
preemptive threads [8], to mention a few. In recent work, Shao [21] proposes
redesigning the underlying programming language in which OS kernels are pro-
grammed and how it interacts with theorem provers and program logics.

More recently, Liu et al. [15] perform a security analysis of the Goldfish
android kernel. In their work, they use the Goanna static analyzer to search
for potential vulnerabilities with security implications. They aim at ensuring
absence of common coding errors rather than functional correctness.

Our work has strong connections with theorem prover-based testing [4], an
instance of model-based testing in which the model is developed in a theorem
prover, enabling the proof of properties on top of the model.

Recently, Kosmatov et al. [11] have also combined proofs and testing in the
context of hypervisor verification. Concretely, they targeted the virtual memory
system of the Axagoros hypervisor. They applied Hoare-style reasoning directly
on source code using the Frama-C toolset. When automatic provers fail to dis-
charge proof obligations, they split and isolate the unproven parts and perform
all-path testing.

There has also been some work on establishing isolation properties in the
context of virtualization [1]. The properties are established in an idealized model
with no specific target and therefore, without connection with any particular
implementation.

Other work on the verification of large scale systems includes the CompCert
C compiler [12] and work carried out by Cousot et al. [2] in the application
of static analyses to synchronous control/command in the context of aerospace
software. Other recent work targeting this domain includes [3, 25].

13



Finally, it is worth mentioning that there has been increasing interest in
applying formal methods in the high-tech industry: Facebook has been applying
static analysis on their mobile applications [6] and Amazon has been using TLA+
to prove properties of concurrent systems at the design level [17].

8 Conclusions

In this paper we have described the challenges we faced when applying formal
methods in an industrial context—under a different set of constraints than in
most academic work—and the methodology we applied to accommodate to this
context. We believe that the lessons we have learned and shared in this paper
can be useful when undertaking large-scale verification projects under a similar
context.

The work presented in this paper required approximately 3 person-years,
which roughly break down into 25% spent in model construction, 35% spent in
developing Coq proofs, 15% spent in developing the conformance testing infras-
tructure (including trace generation), and 25% spent in analyzing conformance
testing results.

Throughout the project, approximately a couple of dozen bugs were found
in the hypervisor source code. Half of them have been found via code review
during model construction and proof. The rest are found via investigation of
discrepancies between the model and hypervisor during conformance testing. For
most of these bugs, the test cases that trigger them do not crash the hypervisor
and do not break any immediate assertion. Therefore, comparing the internal
hypervisor state with an expected value (given by the model) is an effective way
to show the existence of a bug.

The model is essential during conformance testing as it acts as a executable
specification

We should also point out that we found as many bugs in our model (including
the Coq model and conformance testing infrastructure), which showed up as false
positives during conformance testing.

Testing-related results appeared to be the most efficient way to communicate
to the developer teams: we are using metrics like model-based coverage, number
of tests and number of reported bugs to convey the impact on increased quality
through our work.

The abstract model and its proven security properties demonstrate that there
is no security vulnerability in the design of the hypervisor. Millions of confor-
mance tests and the associated coverage provide a convincing argument that
design and implementation correlate. Together, our results establish a very high
degree of customer confidence in the quality and security of hypervisor-based
products.

Future work. There are essentially four dimensions to extend our work. First,

we are interested in exploring stronger security properties that can be built on
top of our current authority confinement property. Second, we would like to
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provide stronger evidence of the connection between the model and the source
code. Work is already underway in applying program refinement to construct a
chain of increasingly precise models, all the way down to the source code. Third,
we aim at extending the verification target to components that run above the
hypervisor and that play a crucial role from a security standpoint. In particular,
some work has been started on establishing correctness properties at the source
level of library code which contains critical data-structures pervasively used in
a majority of modules of the system to track notions of ownership and access
permission. Finally, the abstract model, the proven properties and conformance
testing needs to be extended to parallel execution.
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